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Measurement of thermal comfort in the indoor environment enables making adjustments to building design and operations to improve
building performance. Methods of measurement tend to be tedious and expensive, requiring several expensive sensors to be mounted
in the building. In this paper, we propose the Autonomous Robotic Environmental Sensor (ARES), a custom-designed omniwheel
mobile robot retrofitted with several sensors capable of autonomously taking measurements of the indoor environment at multiple
positions, reducing the number of sensors, amount of labor required, and cost. A Sliding Mode Controller (SMC) is designed and
applied to the robotic platform, and positional accuracy is verified, allowing for highly accurate movement to ensure environmental
measurements occur at known positions. Wind velocity, air temperature, and relative humidity data collected by the ARES platform in
a laboratory environment for 24 hours is analyzed, providing insight into the thermo-fluid variables in the room and the room’s
predicted thermal comfort.

Introduction

Large buildings occasionally have issues with their indoor
environment due to fluctuations in personnel, large floor
areas, complex airflow, and long operational time (G€artner,
Massa Gray, and Auer 2020; Reena, Mathew, and Jacob
2018). These will result in uneven heating and cooling
throughout the building and within large rooms causing
occupants to feel uncomfortably hot or cold depending on
their location and the time of day (Fan 2019). To combat
poor indoor conditions, it is important to predict and adapt
the environmental parameters such as temperature, moisture,
etc. to meet its occupants’ needs. Therefore, low-cost, novel
solutions should be developed to collect data in the indoor
environment efficiently.

Indoor environmental sensing

Indoor environmental sensing falls into three categories:
static sensor stations, wearable sensors, and mobile sensing.
Static sensors are the most commonly used as they allow for
measurement of the environment at different locations in a
building and require little oversight after being set up. In an
ideal world, a dense sensor network can be assembled,

resulting in highly accurate spatial and temporal measure-
ments of the environment; however, dense sensor networks
can interfere with occupants using the space, often limiting
sensors to low-traffic areas of the building. In addition,
dense sensor networks are prohibitively expensive both in
setup and maintenance, depending on sensor type (Williams
2019; Caubel, Cados, and Kirchstetter 2018). Therefore, it is
desirable to collect this data using non-intrusive and low-
cost methods. Placement requirements of static sensors can
be loosened by combining collected data with Computation
Fluid Dynamics (CFD) simulations or other model-
ing methods.

CFD simulations have been used extensively to predict
thermal fields, airflow patterns, concentration distributions of
gasses and particulates, and prediction of thermal comfort
(Nielsen 2015; Zhao, Li, and Yan 2003). However, a major
drawback of CFD is the reliance on initial and boundary
conditions, particularly wall surface temperatures, air inlet
temperatures, and inlet and outlet airflow rates (Aliabadi,
Veriotes, and Pedro 2018). Small differences in these condi-
tions can significantly change the results of simulations,
with acceptable results still producing errors upwards of
20% (Posner, Buchanan, and Dunn-Rankin 2003). Therefore,
the combination of static sensors with numerical simulation
methodologies can produce more accurate results by using
collected data as boundary conditions or for verification pur-
poses for the simulations (Shan and Lu 2021). However,
CFD calculations are complex, require computing facilities,
and are often beyond the skills of the most practical engi-
neers (Aliabadi et al. 2011), increasing the cost of accurately
predicting the environment where static sensors cannot
be deployed.
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Wearable sensors provide an easy method to measure
environmental variables over large areas at a relatively low
cost, causing a recent increase of interest for person-based
sensing devices (Wilson 2019). While often used for moni-
toring personal health, wearable sensors are effective at
measuring environmental variables such as pollutant concen-
trations, air temperature and humidity, harmful radiation,
and noise. However, wearable sensors have difficulties
measuring environmental variables such as long and short-
wave radiation or wind speed due to inconsistent orientation
and lack of sensor miniaturization (ISO standard 2017).
Additionally, in the indoor environment, variables such as
PM2.5 (particulate matter with a diameter less than 2.5mm)
levels and temperatures can change rapidly between rooms,
requiring the time constant of the sensors to be on the order
of 10 s or less, reducing measurement accuracy (Schlink and
Ueberham 2021; Rabinovitch et al. 2016). While wearable
sensors are useful for measuring the local environment, they
provide little control over measurement locations, requiring
many personal sensors to adequately measure a large indoor
environment (Schlink and Ueberham 2021). A convenient
middle ground between wearable and static sensors are
mobile sensing platforms that can measure the environment
at desired locations at a fraction of the cost of static sensors.

Mobile environmental sensing

In recent years, mobile sensing in the indoor environment
has often been focused on measurement and localization of
airborne contaminants through olfaction (Chen et al. 2017;
Feng et al. 2019). Heinzerling et al. (2013) reviewed several
mobile sensing carts, which featured different sensor config-
urations for determining Indoor Environmental Quality
(IEQ). These carts can be moved around a building and left
to take measurements at any position; however, they require
human intervention to change measurement positions.
Operational cost can be reduced by mounting sensor arrays
on an autonomous robot, as is typical for contaminant local-
ization (Jin et al. 2018).

Several mobile sensing platforms have been developed
previously; however, these platforms focus on a single type
of measurement and are difficult to adapt to other measure-
ment types. Lilienthal, Loutfi, and Duckett (2006) outfitted a
Koala mobile robot with a mobile nose capable of traversing
an indoor environment to build an accurate gas concentration
grid map. Yang et al. (2019) also developed a mobile sens-
ing platform to perform gas source localization in an indoor
environment and quantified performance of multiple olfac-
tion algorithms. Feng et al. (2019) built three mobile robots
using the TurtleBot2 as the base platform for multiple-robot
contamination source localization. These mobile robots are
effective at their tasks; however, they lack modularity mak-
ing it difficult to quickly change sensors and repurpose the
platforms for different types of sensing. Jin et al. (2018)
developed a more modular mobile platform utilizing the
TurtleBot2 as the mobile base and a Kinect camera for
localization. The use of the Kinect camera enables a low-
cost localization method but significantly increases power

consumption which would interfere with some measure-
ments, such as temperature, humidity, and wind velocity
vector components. Additionally, increased power consump-
tion results in shorter operational times between charging or
discharging batteries.

All previously-discussed mobile sensing platforms utilize
a differential drive system (Jin et al. 2018; Lilienthal, Loutfi,
and Duckett 2006; Yang et al. 2019). Differential drive sys-
tems are capable of rotating without translating allowing
navigation of tight spaces often encountered indoors (Phillis
2008). However, differential drive designs suffer from the
need to always align the robot in the direction of motion,
requiring the robot to first rotate before translating. The reli-
ance on rotation for translation introduces error in the pos-
itional accuracy of the robot since small errors in angular
position result in large errors in position over medium to
long travel distances. Normally, this problem is solved using
localization systems, which increase system cost, complex-
ity, and reduce the operational time due to high power con-
sumption (Bi, Yang, and Cai 2018; Lee et al. 2020). It is
possible to avoid rotation entirely using an omniwheel robot.

Omniwheel robots utilize three or more omniwheels,
allowing holonomic motion. The Swedish omniwheel con-
tains rollers equally distributed around the wheel to allow
the wheel to translate perpendicular to its rotation. By posi-
tioning three or more omniwheels radially about the robot a
holonomic configuration is obtained, allowing the robot to
translate freely without rotation (Smith et al. 2020).
Reduction in rotation allows for higher positional accuracy
in medium to long distance translations and simpler path
planning. Additionally, pathing can be made more efficient
by having the robot rotate while translating.

Thermal comfort

Due to reliance on an individual’s thermal sensations, ther-
mal comfort is intrinsically subjective. The American
Society of Heating, Refrigerating and Air-Conditioning
Engineers (ASHRAE) has developed the ASHRAE thermal
sensation scale to quantify thermal comfort. The scale ranges
from �3 to 3 with 0 being a neutral sensation, negative val-
ues being cold, and positive values being hot (ASHRAE
2017). Normally thermal comfort would be quantified on the
scale by surveying occupants of a building or deployment of
personal measurement devices; however, it is often useful to
estimate the average thermal sensation rating for an environ-
ment based on quantitative measurements of environmental
physical variables.

To accomplish this, Fanger (1970) developed the widely
used Predicted Mean Vote (PMV) and the Predicted Percent
Dissatisfied (PPD) model. The PMV-PPD model uses four
environmental variables (ambient air temperature, relative
humidity, wind speed, and mean radiant temperature) and
two physiological variables (metabolic rate and clothing
insulation) to predict the average thermal comfort vote of a
large group of people in a given environment. While envir-
onmental variables can be measured or estimated, physio-
logical variables are determined using the ASHRAE thermal
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comfort standard, which provides tables of metabolic rates
and clothing levels during different activities and for differ-
ent types of clothing (Fanger 1972). Mean Radiant
Temperature (MRT) can be estimated based on the ambient
air temperature since the MRT and ambient temperature
have typically a mean difference within 0.3K and a median
absolute difference within 0.4K. These differences are based
on an analysis of the ASHRAE Global Thermal Comfort
Database, five field studies, and five laboratory test condi-
tions (Dawe et al. 2020; F€oldv�ary Li�cina et al. 2018).

Objectives

To the best of the authors’ knowledge, little to no prior
work has been conducted in the development of a modular
autonomous robotic platform to measure the indoor environ-
ment. Furthermore, omniwheel robots have not been used
for autonomous environmental sensing, despite having some
advantages over differential drive robots. In this paper an
omniwheel mobile environmental sensing platform is devel-
oped and described in detail. A non-linear controller is
developed to ensure the platform has high positional accur-
acy regardless of load. The platform is deployed in a labora-
tory environment over a diurnal cycle to showcase its
capabilities. Data from the environment is analyzed for
quantification of thermo-fluid variables and thermal comfort.
Platform cost-effectiveness is discussed in comparison to
static sensors, and measurement time guidelines
are discussed.

Methodology

This section describes the methods used for controlling the
Autonomous Robotic Environmental Sensor (ARES) and
analyzing the collected data (i.e. environmental variables
such as wind velocity, temperature, and relative humidity).
The platform is described, and a control scheme based on a
kinematic model is designed. Standard methods for obtaining
variances and covariances of environmental variables, and
their systematic and random errors are formulated. The
Predicted Mean Vote (PMV)-Predicted Percent Dissatisfied
(PPD) model is briefly described, and the error due to sim-
plifications of the model is quantified. Finally, an environ-
mental sensing experiment is formulated to determine
environmental statistics and predicted thermal comfort in an
indoor office environment.

Platform

ARES has three Swedish omniwheels in a rotationally sym-
metric pattern resulting in a holonomic platform capable of
translating without rotation, as shown in Figure 1. The
wheels are positioned radially about the robot, with each
wheel 26.32 cm from the robot’s center. The wheels are
embedded to guarantee even ground contact, reducing risk
of slippage and increasing maximum load. Each wheel is
driven using a Pololu 37Dx73L DC motor with a maximum
speed of 67 rpm and a maximum torque of 49 kg cm. The

omniwheels have a radius of 5.08 cm giving the robot a
maximum speed of 30.8 cm s�1. The robot’s maximum
speed is based on its orientation and can be as low as
17.8 cm s�1. High resolution quadrature encoders are
attached to the motor shaft providing 9600 encoder ticks per
revolution resulting in a 0.15-degree resolution.

The robot consists of two main subsystems, the base,
including all the hardware, and the sensor stack up, contain-
ing all the environmental sensors.

ARES base

The frame was designed using an equilateral triangle, with
each side measuring 27.56 inches. The corners of the tri-
angle were truncated such that there would be a 4.33-inch-
long segment resulting in a hexagon with alternating 4.33-
inch and 18.90-inch side lengths. Finally, three segments
were added to the inside of the hexagon such that they were
parallel to and 3 inches away from the 4.33-inch segments.
The robot's outer segments were built using 1� 1-inch
square iron tubing, and the inner segments were built using
2� 1-inch square iron tubing. All tubing was welded
together to ensure the frame was rigid and robust. Mounting
holes were drilled in the frame as needed.

The wheel drive, shown in Figure 2, is designed to carry
a maximum load of 50 kg. The frame’s design supports
embedded wheels, allowing the wheels to be supported on
both sides, resulting in high load capacity and accurate
wheel alignment. A 1=4-inch D-shaft axle is aligned using

Fig. 1. ARES in the configuration used for environmen-
tal sensing.
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two oil-embedded bushings with self-alignment of 5 degrees,
allowing for smooth axle rotation. The 4-inch omniwheels
are attached to the axle using the appropriate wheel hubs
(both acquired from Vex Robotics). Motor shaft adapters
were machined to convert from the 6-mm motor D-shaft to
the 1=4-inch axle. The motors are mounted to the frame using
an 1/8-inch-thick piece of angle iron with a standard array
of mounting holes drilled, allowing for the motor to be
changed without disassembly of the whole wheel drive. All
parts chosen have 1=2-inch variants, which support the same
mounting holes allowing for the maximum load to be
increased easily. Additionally, the frame supports 6-inch
omniwheels if higher speed is desired without sacrific-
ing torque.

An acrylic sheet was cut and mounted to the top side of
the frame using the same mounting holes as the motor
brackets. Mounting holes were drilled as needed into the
acrylic sheet for mounting all electronics. The frame’s
design lends itself well to modularity as mounting holes up
to 3/8-inches in diameter can be drilled into nearly any part
of the frame without decreasing structural integrity. The
wheel drive can be easily and quickly modified to change
the wheel size, axle size, and the motor allowing for differ-
ent top speeds and maximum loads.

Electrical system

Power delivery for both sub-systems is handled by two 4000
mAh 3S LiPo batteries configured in series providing an
average 22.2V at 30A transient and 60A peak. A custom-
designed 12V, 10A buck converter based on the Analog
Devices LTC3807 provides up to 120W at 96% efficiency.
The 12V buck converter allows for a 42V input for more
batteries to be connected to the robot, extending the time
between re-charging operations. In the current configuration
the robot can perform sensing for 8 hours between charges,
but the addition of larger batteries can extend operational
time to more than 48 hours. For powering encoders and
micro-controllers, 5V and 3.3V rails are produced using
Texas Instrument LM1085 linear regulators powered using
the 12V rail. All electrical components were designed with
low power consumption in mind to extend operational time
and reduce heat generation.

The platform uses a Teensy 4.0 micro-controller as the
processing power of the robot. The Teensy 4.0 communi-
cates via serial to a Digi xBee wifi module, which is paired
to another Digi xBee connected to a computer for sending
desired positions to the robot. The micro-controller commu-
nicates with a custom motor driver board via an I2C bus,
allowing the motor speeds to be set using a 12-bit PWM sig-
nal. Encoder ticks are counted by the Teensy 4.0 using inter-
rupts after the 5V encoder signals are shifted down to 3.3V.

Sensor stack-up

Environmental sensors are mounted on a raised platform
consisting of three 60 cm long, 2.54 cm diameter aluminum
rods mounted directly through the robot frame. A circular
piece of wood is attached to the top of the three rods provid-
ing a platform for the CR6 data logger (Campbell Scientific,
Logan, Utah, USA). A 45 cm, 3.175 cm diameter aluminum
rod is mounted at the center of the wood platform on which
environmental sensors are mounted.

A Young 81000 ultrasonic anemometer (Campbell
Scientific, Logan, Utah, USA) is mounted on top of the
45 cm rod allowing measurements of wind velocity vector
components and ultrasonic temperature at an approximate
height of 1.55m. The Young 81000 is capable of measuring
wind velocity vector components up to 30m s�1 with a reso-
lution of 0.01m s�1 and an accuracy of 61% rms 60:01 m
s�1. Ultrasonic temperature measurements have a range from
�50 to 508 C with a resolution of 0:018 C. Data is converted
to an analogue signal between 0 and 5000mV using a 12 bit
DAC with an accuracy of 60:1% of the measurements’ full
scale. The wind velocity vector component measurements
were calibrated using a wind tunnel (Nambiar et al. 2020).

An HMP 60 temperature and relative humidity sensor
(Vaisala, Helsinki, Finland) is mounted below the anemom-
eter on the top rod. The temperature sensor is a 1000 X plat-
inum resistance thermometer with a measurement range of
�40 to 608 C and an accuracy of 60:68 C. Due to the ther-
mal mass of the HMP60 sensor, thermal measurements
would lag behind the true temperature, which may lead to
inaccurate readings when used on a mobile platform.
Therefore, the ultrasonic temperature is used for analysis
throughout the rest of this paper.

The HMP60’s INTERCAP relative humidity sensor has a
range of 0 to 100% non-condensing with an accuracy of
63% for relative humidities less than 90%. Data is encoded
in a 0 to 1000mV analogue signal. The ultrasonic tempera-
ture was used for all temperature analyses, but it was first
calibrated using the HMP60 temperature sensor (Nambiar
et al. 2020).

Environmental data is collected using the Campbell
Scientific CR6 data logger due to its high accuracy and reli-
ability. The 24-bit ADCs allow for lossless data transfer
from the Young 81000 and HMP60 sensors at 10Hz
(Aliabadi et al. 2019, Aliabadi, Moradi, and Byerlay 2021).
Collected data is stored on a microSD card every minute to
reduce the risk of data loss. The CR6 is powered by the

Fig. 2. View of a wheel drive from the bottom of the platform.
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12V buck regulator which in turn provides regulated power
to both instruments.

Control

Accurate positioning of the robot is key to taking reliable
environmental measurements, therefore an accurate position
controller was developed. Due to its simplicity, we
employed a kinematic model of the robot for control devel-
opment. The kinematic model of the robot is described as

_nI ¼ B�1 hð Þ r � uþ vsð Þ, (1)

where _nI ¼ _x _y _h
h iT

is the velocity of the robot, x, y,
and h are the global coordinates of the robot, r is the radius
of each wheel, u is the angular velocity of each wheel, vs is
the linear slip velocity of each wheel, and

B hð Þ ¼

sinh �cosh �lffiffiffi
3

p

2
cosh� 1

2
sinh

ffiffiffi
3

p

2
sinhþ 1

2
cosh �l

�
ffiffiffi
3

p

2
cosh� 1

2
sinh �

ffiffiffi
3

p

2
sinhþ 1

2
cosh �l

2
66664

3
77775,

(2)

where l is the distance from the robot’s center of rotation to
each wheel. Using a kinematic model provides a distinct
advantage over dynamic models, since the kinematic model
is independent of load, allowing sensors to be added or
removed from ARES without the need to re-tune the control-
ler. The controller will only need to be re-tuned if the
motors or the wheels’ radii are changed.

Using the kinematic model, a sliding mode controller can
be designed. We start by defining the sliding surface as

r ¼ er þ k

ð
erdt, (3)

where r is the sliding surface, k 2 R
3�3 is a positive design

matrix, and er ¼ nI � nd is the robot’s positional error
defined as the difference between the robot’s real position,
nI 2 R

3�1, and the robot’s desired position, nd 2 R
3�1: The

equivalent control portion of the input is defined by setting
the derivative of the sliding surface to zero and solving for
the control vector ûSMC as

_r ¼ _er þ ker ¼ B�1 hð Þ r � ûSMC þ v̂sð Þ � _nd þ ker, (4)

ûSMC ¼ 1
r

B hð Þ �ker þ _nd
� �

� v̂s
� �

(5)

where v̂s 2 R
3�1 is a vector containing the estimated slip

velocity of each wheel. Since ARES does not have any sen-
sors for determining slip, it is assumed that vs ¼ 0 and the
error created by this is handled by the SMC.

To maintain the system on the sliding surface, the discon-
tinuous portion of the controller is defined as

uc, SMC ¼ �B hð ÞksignðrÞ, (6)

where k 2 R
3�3 is a positive definite design matrix and

sign() is the signum function. Combining (5) and (6), the
complete controller is defined as

uSMC ¼ 1
r

B hð Þ �ker þ _nd
� �� �

� B hð Þk sign er þ k
ð
er � dt

� �
: (7)

The output of the SMC in (7) is the desired angular vel-
ocity of each wheel. Through trial and error, appropriate val-
ues for the design matrices were found to be

k ¼
7 0 0
0 7 0
0 0 6

2
4

3
5, (8)

k ¼
0:01 0 0
0 0:01 0
0 0 0:01

2
4

3
5: (9)

Although the signal of the SMC could be converted dir-
ectly to a PWM signal to be sent to the motors, this will
cause inaccurate control of the wheels’ angular velocities.
Instead, a Proportional-Integral-Derivative (PID) controller is
applied to each motor, providing a faster and more accurate
response to changes in uSMC: The PID controller for each
wheel is expressed as

uPID ¼ Kpew þ Ki

ðt
0
ewdt þ Kd

d

dt
ew (10)

where Kp, Ki, and Kd are the proportional, integral, and
derivative gains with the values of 10, 0:1, and 30, respect-
ively, ew is angular velocity error, and uPID is the control effort,
which ranges from 0 to 100% of the PWM signal. Figure 3
shows the controller architecture with an SMC for positional
control and a PID acting as a sub-controller for the wheels.

Environmental sensing

The current configuration of the experimental platform is
capable of measuring the relative humidity (RH), tempera-
ture (T), and wind velocity vector components (U , V , W
along the x, y, and z directions, respectively). Wind velocity
vector components and temperature are described using
Reynolds decomposition as X ¼ X þ x, where X is the
measured variable, X is the average of X , and x is the
instantaneous variation of X : The covariance between varia-
bles X and Y over N measurements is described as

Fig. 3. Controller architecture for ARES.
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xy ¼ 1
N

XN
i¼1

Xi � X
� �

Yi � Y
� �

¼ 1
N

XN
i¼1

xiyi, (11)

while the variance of a single variable is simplified

to x2 ¼ 1
N

PN
i¼1 x

2
i :

For a set of N measurements, the systematic and random
error of the measured variances and covariances can be cal-
culated, respectively, as

SE ¼ 2
s
T , (12)

RE ¼
ffiffiffiffiffiffiffiffi
2
s
T

r
, (13)

where T is the total measurement period and s is the inte-
gral time scale. The integral time scale can be calculated by
integrating the cross-auto-correlation functions from a time
shift of 0 s to the time shift associated with the first zero-
crossing of the function (Ahmadi-Baloutaki and Aliabadi
2021). The cross-auto-correlation function is formulated as

R̂XY kð Þ ¼

PN�k�1
t¼0 xtytþk

PN�k�1
t¼0 xtyt

h i1=2 PN�k�1
t¼0 xtþkytþk

h i1=2 , (14)

where R̂XY ðkÞ is the cross-auto-correlation function and k is
the measurement lag (Aliabadi et al. 2016). The auto-correl-
ation function is found using (14) with X and Y expressing
the same variable. Once the systematic and random errors
are known, they can be used to correct the calculations of
turbulence variances and covariances.

PMV-PPD model

The PMV-PPD model was developed by Fanger (1972) to
estimate the average thermal comfort rating that a large
group of subjects would experience. The model depends on
physiological parameters (metabolic rate, M , and level of
clothing) and environmental variables (ambient air tempera-
ture, T ; mean radiant temperature, Tr ; wind speed, S; and
relative humidity, RH). Using these parameters, the thermal

load, L, on a subject’s body is estimated, and the PMV is
defined as

PMV ¼ 0:303 exp ð�0:036MÞ þ 0:028½ �L: (15)

Using the PMV equation, the Predicted Percent
Dissatisfied (PPD) is calculated as

PPD ¼ 100� 95 exp½� 0:03353PMV4 þ 0:2179PMV2ð Þ�:
(16)

By definition, the PPD can never be less than 5% and a
PMV range of 60:5 corresponds to a PPD of 10%. The
PMV-PPD model is defined in the ISO standard 7730 with a
set of programs to aid in its calculation (ISO standard 2005).

The platform does not use a sensor for measuring the
mean radiant temperature, but it uses the ambient air tem-
perature as a proxy. This introduces an average systematic
error of 60.3K in estimating the mean radiant temperature
(Dawe et al. 2020). This assumption introduces a small error
which can be estimated by calculating the largest relative
error in PMV and PPD using error propagation. A large
error of 0.6K in mean radiant temperature results in a rela-
tive PMV error of 610% and a relative PPD error
of 613%:

Environmental experiment

Measurements of the indoor environment were performed at
the University of Guelph in Room 2510 of the Richards
Building, a schematic of which is shown in Figure 4. The
room is used as a lab, with twelve workstations outfitted
with desktop computers. The workstations act as heat sour-
ces (occupants and computers) when in use, with most active
during the day, and a few active overnight. The environment
is regulated using a row of local diffusers along the outer
wall (near windows). Each local diffuser is in front of a win-
dow, pulling air from ground level and pushing air straight
up from 1.2m above the ground. Two central diffusers are
located above the inner wall, and exhausts are in the ceiling
closer to the outer wall.

Lab members have found the lab to be uncomfortably
warm in the early to mid-afternoon of the summer/fall sea-
sons. To combat this, a fan has been placed in front of a
slightly ajar window, blowing over a local diffuser, and the
fan runs day and night, cooling the room to a more comfort-
able level. The room temperature was set to a desired value
of 18:58 C and a relative humidity of 30% during
the experiment.

Measurements were taken at eight positions around the
room, labeled as p1-8 in Figure 4. Positions 1, 4, 6, and 7
were chosen due to their proximity to the workstations. At
these positions it is assumed that personnel are seated and
typing, resulting in a low metabolism of 1.1 met. Positions
2, 3, 5, and 8 are near a white board and are on the main
walkway of the room; therefore, at these positions it is
assumed that members are standing and writing, or walking
at a leisurely pace, increasing metabolic rate to 1.7 met. The
start position is located at the entrance of the room and
allowed the robot to be pushed up against the door to ensure

Fig. 4. Simplified model of the room with measure-
ment positions.
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its proper angular alignment. Without this alignment, the
robot is prone to drift since it has no vision system to deter-
mine the starting angular bias.

Testing was conducted by having the robot navigate
between the positions sequentially. Data was collected for
160 seconds at 10Hz at each position. This resulted in a run-
time of 24minutes to measure the whole room’s environ-
mental variables. Testing was carried out over two periods
with runs starting every half hour. The first period started at
1530 Eastern Daylight Time (EDT) on October 2, 2020 and
lasted until 1000 EDT on October 3, 2020. The second
period started at 0800 EDT on October 8, 2020 and lasted
until 1530 EDT of the same day. Data from the first period,
from 1530 until 0800, was combined with all the data from
the second period resulting in the measurement of a full
diurnal cycle.

The path the robot followed was generated using a D�-
lite path planning algorithm which was adapted from Koenig
and Likhachev (2002). The D�-lite algorithm was chosen
due to its fast-computational time and the ability to later
apply the same path planning algorithm to dynamic and un-
mapped environments. A map of the room was generated
from Figure 4 by expanding the perimeter of all obstacles by
40 cm, allowing the path generated to keep the robot far
from any obstacles. The path was modified to ensure the
robot would not attempt to move faster than it is capable,
improving its positional reliability. The path was sent to the
robot using the xBee communication module and the pos-
ition of the robot was stored on a computer. An experi-
menter was present during the tests to ensure the robot
remained on the desired path and reached measurement
points accurately.

During the run starting at 1930 EDT the robot ran into a
chair which had been placed in its path by accident. This
interference stopped the robot from reaching positions 3 and
4 accurately; therefore, these positions are excluded from
analysis at 1930 EDT.

Results and discussion

Controller performance verification

Prior to environmental testing, the developed control scheme
was verified over long-distance trajectories. This was per-
formed to quantify expected errors, which commonly arises
due to drift and should be compensated for to increase the
controller’s accuracy.

Verification of the controller was performed by having
the robot execute a square-wave pattern, as seen in Figures
5 and 6. The square-wave pattern consisted of 15 points
each positioned 0.75m from the previous point. To simulate
an environmental sensing experiment, the robot was planned
to arrive at a full stop at each point. Back and forth motion
allows drift to eliminate itself, and thus we calculated it only
in the direction where the robot moves without back track-
ing. The robot was tested translating in the positive x and y
directions 5 times each and the results were averaged for the
calculation of drift. The data was collected using a VICON
tracking system that measures position at 50Hz with a reso-
lution of 0.1mm. The drift of the robot in the x-direction is
2.9mm m�1 and in the y-direction is 2.0mm m�1.

The Root Mean Square Error (RMSE) of the robot pos-
ition was determined using a four-petal parametric rose tra-
jectory, shown in Figure 7, and defined as
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Since the rose is symmetric, drift is minimized allowing
calculation of the RMSE. The RMSE of the robot is 4.1mm
in the x direction and 4.3mm in the y direction. These
RMSEs and drifts are deemed acceptable for indoor environ-
mental sensing. The RMSE in angular position is 0.5

Fig. 5. Position of robot at each test point over the path, moving in the positive y direction.
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degrees, which while small, is the greatest contributor to
drift. Since the robot uses low-cost DC motors, the wheel
axle can rotate a small amount without being detected by
the encoders. This allows the robot to rotate slightly without
the controller noticing, causing higher drift and RMSE. For
the purposes of these experiments, the platform’s capabilities
are adequate; however, the use of higher precision DC
motors or a gyroscope for sensing rotation would increase
accuracy allowing for larger indoor spaces to be explored.

Environmental statistics

The positional and environmental data were combined into a
large dataset, with which all statistics and PMV-PPD values
were calculated. The most important variables among these
statistics are the average total wind speed, average tempera-
ture, average relative humidity, vertical turbulent sensible
kinematic heat flux, and the turbulence kinetic energy, all of
which are discussed below. The systematic errors associated
with variances and co-variances were calculated and the data
was corrected for these errors by multiplying the associated

variances or co-variances by 1þ SE: Random errors are not
plotted for brevity of presentation.

The average wind speed, S , is shown in Figure 8a. As
can be seen from the plot, most of the room has slow mov-
ing air at less than 0.1m s�1. The average wind speed at
position 8 is significantly higher than the rest of the room
since it is directly in the path of the window fan. During the
day, the wind speed at position 8 is significantly lower than
during the evening and overnight due to the Heating
Ventilation and Air Conditioning (HVAC) system schedule.
The HVAC system pushes air up through the local diffuser
which interferes with the air stream from the fan causing
turbulence and a reduction in total average wind speed. At
night, the HVAC system is turned off allowing the fan to
push air uninterrupted toward the platform resulting in
higher wind speed measurements. Position 8 experiences
higher average wind speeds, compared to other positions,
during the day due to the interaction between the fan and
HVAC system causing the moving air to spread out more.

Position 4 shows raised wind speed due to a computer
near it producing a thermal plume. The heat from the com-
puter causes a rising column of warm air to form, increasing
the average wind speed. This is confirmed by a higher-than-
average co-variance between the z-direction wind velocity
vector component, W , and ambient air temperature, T ,
shown in Figure 8b, and a higher-than-average temperature
when compared to the rest of the room, as can be seen in
Figure 8c.

Temperatures in the room exhibit a strong diurnal cycle,
warming in the morning starting at 0700 EDT and cooling
in the evening, starting around 1700 EDT. The drop in tem-
peratures at 1530 EDT is due to the measurements spanning
two days, not due to room operations. During these tests, the
HVAC system was set to cool the building, however, the fan
near the window caused the room’s temperature to drop
below the building average temperature during the night
influencing the HVAC system to equalize the temperature
when it turned on at 0700 EDT. When the HVAC system
turned off in the evening, the window fan was able to cool

Fig. 6. Position of robot at each test point over the path, moving in the positive x direction.

Fig. 7. Real and desired paths of ARES using a sliding mode
controller with PIDs on each wheel.
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the room down using air from outside. As expected, position
8 is the coolest due to being directly in the path of the fan.
The temperature slowly increased at positions farthest from
the fan, indicating a horizontal temperature gradient as high

as 0.1K m�1. The notable exception is position 4 which is
warmer than the rest of the room due to an active computer.

The average relative humidity, shown in Figure 8d,
remained constant throughout testing. During the warming

Fig. 8. Environmental Statistics over a diurnal cycle. (a) average wind speed, (b) covariance between z-direction wind velocity vector
component and temperature, (c) average ultrasonic temperature, (d) average relative humidity, (e) turbulent kinetic energy.
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period, the relative humidity dropped by 2% since, using
psychrometric considerations, a rise in temperature causes a
drop in relative humidity. After 1200 EDT, the relative
humidity rises back to approximately 33% as the room bal-
ances with the rest of the building through the HVAC sys-
tem. During the night, there is a divergence as positions
closer to the window have lower relative humidity, likely
due to lower relative humidity outside. Position 1 has the
highest average relative humidity due to the experimenter
sitting at a workstation approximately 1 meter from
the sensors.

The turbulence kinetic energy (TKE) is shown in Figure
8e. As shown, most of the measured points in the room
have low TKE, less than 0.005m2 s�2, indicating lower lev-
els of turbulence, however position 8 has a significantly
higher TKE, around 0.015m2 s�2, during the day and rising
to nearly 0.025m2 s�2 overnight. The rise in TKE in the
evening supports the hypothesis that the HVAC system
interferes with airflow from the fan and spreads it out,
reducing the TKE. In the evening, the lack of forced air
from the HVAC system allowed the highly turbulent airflow
from the fan to reach position 8 resulting in a higher TKE.

Thermal comfort

Thermal comfort was evaluated at three different clothing
levels and two metabolic rates. Since these tests were per-
formed in the fall, clothing levels were chosen to represent
normal wear during the time of the year. The base case used
a clothing level of 0.74 clo corresponding with wearing trou-
sers and a long sleeve sweater with socks and shoes. The
high case used a clothing level of 0.96 clo corresponding
with wearing trousers, a long sleeve shirt, and a jacket with
socks and shoes. The low case used a clothing level of 0.57
clo corresponding with wearing trousers and a short sleeve
shirt with socks and shoes. For brevity, all positions were
evaluated at a metabolic rate of 1.4 met, corresponding to a
mix state of working at a desk and light activity moving
about the laboratory.

The PMV at each position is shown in Figure 9. The
room tends to be slightly cool in the morning and slightly
warm in the afternoon. Position 8 has a lower PMV than the
other three positions due to high wind speed causing draft;

however, it remains above a PMV of �1 even when wearing
light clothing during the day, only dropping to uncomfort-
ably cold levels overnight where the lab is not in use. PPD
for these positions is shown in Figure 10. During the day,
the PPD at all positions is less than 10% except at position
8, where in the first and last hour of the work day, the PPD
rises above 10% when wearing light clothes. Between 1200
and 1600, the PPD is above 5% due to the room being
warm; however, this allows the PPD to remain below 10%
throughout the room for longer. PPD remains below 25%
throughout the night at all but position 8, which has a sig-
nificantly higher PPD due to cool air being pulled in from
outside at higher-than-average wind speeds, causing a
cool draft.

From this analysis, the ARES platform can measure an
environment and quantify its thermal comfort level. With
minor modifications the platform can run completely autono-
mously, without the need to change batteries or reset its pos-
ition for each measurement period. Data collected by the
platform can be used to better inform building design for
thermal comfort and identify areas of large buildings that
need to have their environmental variables adjusted.

Platform viability

The greatest advantages that ARES provides over other meth-
ods of environmental sensing are its cost-effectiveness and
ease of use. Compared to static sensors, ARES is significantly
more economical as it can measure multiple locations with a
single set of sensors. The total cost of ARES is $800 USD
plus the cost of any sensors used. Given the experimental con-
figuration in this study, each set of sensors (a Young 81000
ultrasonic anemometer, an HMP60 relative humidity and tem-
perature sensor, and a CR6 datalogger) costs approximately
$6000 USD. When combined with the ARES platform, the
total cost to monitor 8 positions is approximately $6800 USD,
while the cost to set up a sensor station at each position meas-
ured in this study will be approximately $48,000 USD. In its
current configuration, ARES is cost-effective even when
measuring only two positions.

To increase measurement accuracy, it is important to min-
imize systematic errors when measuring turbulence statistics.
While an acceptable level of systematic error must be

Fig. 9. PMV at all positions with a metabolic rate of 1.4 met
and clothing levels ranging from 0.57 clo to 0.96 clo (repre-
sented by the color band). Data points correspond to a clothing
level of 0.74 clo.

Fig. 10. PPD at all positions with a metabolic rate of 1.4 met
and clothing levels ranging from 0.57 clo to 0.96 clo (repre-
sented by the color band). Data points correspond to a clothing
level of 0.74 clo.
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determined on a case-by-case basis, a 10% error is accept-
able for the experiment described. According to (12), a 10%
systematic error requires the integral time scale to be 1/20th

the sampling period’s length. For the experimental run in
this study, the sampling time was set to 160 s, causing the
systematic error to be 10% or lower when the integral time
scale is 8 s or less. Over the 3840 calculated time scales,
83% are 8 s or lower. In addition, 94% of measurements
have a systematic error of less than 20%, corresponding to
an integral time scale of 16 s or less.

When measuring turbulence statistics, the sampling time
for ARES should be chosen based on the acceptable level of
systematic error and the number of positions to be sampled
over the desired period. More positions can be sampled at
the cost of a higher systematic error, or systematic error at
each position can be minimized by measuring fewer posi-
tions for longer periods of time. For the experimental run in
this study, collecting a set of data every hour instead of
every half hour would allow for a measurement period of
360 s, causing the systematic error to be lower than 10% for
95% of measurements.

The platform’s mobile feature allows for previously-diffi-
cult or impossible measurements to be made without signifi-
cant changes to the environment. For example, static sensors
cannot take measurements in high traffic areas near ground
level due to interference with foot traffic. However, if the
space is only high traffic during specific times, for example
the hallways of a school, ARES can move into position,
take measurement, and move out of the way to avoid inter-
fering with occupants.

Conclusion and future work

In this paper, a thermal comfort measurement and quantifica-
tion system was developed and tested. To collect data on the
indoor environment, the Autonomous Robotic Environmental
Sensor (ARES) was developed, which uses a custom-
designed omniwheel robot base and a sliding mode control-
ler based on the platform’s kinematic model to produce a
mobile platform with high positional accuracy. The robot’s
modular design allows implementing a variety of sensors.
For the experiments in this study, a Young 81000 ultrasonic
anemometer and an HMP60 sensor were used to measure
the wind velocity vector, temperature, and relative humidity.
The indoor environment in a lab at the University of Guelph
was investigated using the ARES by taking measurements at
eight positions about the room every half hour over a 24-
hour period in fall 2020.

Verification of the controller for the ARES revealed a
position RMSE of 0.4mm and a maximum drift of 2.0mm
m�1 in the x-direction and 2.9mm m�1 in the y-direction.
Collected environmental data was used to calculate averages,
variances, and co-variances of thermo-fluid variables at each
position, providing insight on the room’s physical environ-
ment. The Predicted Mean Vote (PMV) and the Predicted
Percent Dissatisfied (PPD) were calculated for each position
showing that the room was comfortable during the day, but

areas of the room became uncomfortable during the evening
and overnight, depending on clothing level. These results
show that the ARES platform can perform its intended tasks
with little human intervention, making it ideal for long term
measurements of the indoor environment.

In the future, implementation of a Light Detection And
Ranging (LIDAR) system for obstacle avoidance and local-
ization would allow the robot to operate completely autono-
mously. A LIDAR system would also allow the robot to
operate in a cluttered environment around humans without
concern of running into objects or people, and always reach
the desired position accurately. Additionally, more environ-
mental sensors can be added to the robot to measure mean
radiant temperature, particulate concentrations, gaseous con-
taminants, noise levels, or any other variable that affects
indoor environmental quality.
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